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Abstract—Prior computational studies have examined hun-
dreds of visual characteristics related to color, texture, and
composition in an attempt to predict human emotional re-
sponses. Beyond those myriad features examined in computer
science, roundness, angularity, and visual complexity have also
been found to evoke emotions in human perceivers, as demon-
strated in psychological studies of facial expressions, dance
poses, and even simple synthetic visual patterns. Capturing
these characteristics algorithmically to incorporate in compu-
tational studies, however, has proven difficult. Here we expand
the scope of previous computer vision work by examining these
three visual characteristics in computer analysis of complex
scenes, and compare the results to the hundreds of visual
qualities previously examined. A large collection of ecologically
valid stimuli (i.e., photos that humans regularly encounter on
the web), named the EmoSet and containing more than 40,000
images crawled from web albums, was generated using crowd-
sourcing and subjected to human subject emotion ratings. We
developed computational methods to the separate indices of
roundness, angularity, and complexity, thereby establishing
three new computational constructs. Critically, these three new
physically interpretable visual constructs achieve comparable
classification accuracy to the hundreds of shape, texture, com-
position, and facial feature characteristics previously examined.
In addition, our experimental results show that color features
related most strongly with the positivity of perceived emotions,
the texture features related more to calmness or excitement,
and roundness, angularity, and simplicity related similarly with
both of these emotions dimensions.

1. Introduction

Everyday pictorial scenes are known to evoke emo-
tions [1]. The ability of a computer program to predict
evoked emotions from visual content will have a high impact
on social computing. It remains unclear, however, what
specific visual characteristics of scenes are associated with
specific emotions, such as calmness, dynamism, turmoil,
or happiness. Finding such associations is arguably one
of the most fundamental research problems in visual arts,
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psychology, and computer science, which has resulted in
many relevant research articles [2], [3], [4], [5], [6], [7], [8],
[9], [10], [11], [12], [13] over past decades. In particular,
hundreds of visual characteristics, ranging from edge distri-
butions [10], [12] and color histograms [14], [15] to SIFT,
GIST, and Fisher Vector [16], [17] have been examined by
recent computational studies to predict emotional responses.

Beyond those visual characteristics, many empirical
studies in psychology and visual arts have investigated
roundness, angularity, and complexity (which is the opposite
of simplicity), and their capacity to evoke emotion. By per-
forming experiments using facial expressions [2], dancing
poses [2], and synthetic visual patterns [4], studies indicated
that more rounded properties led to positive feelings, such
as warmth and affection, whereas more angular properties
tended to convey threat [2], [3], [18]. Meanwhile, a study
in visual arts showed that humans preferred simple visual
scenes and stimulus patterns [5].

To expand the scope of previous studies, herein, we
investigated the computability of these three visual char-
acteristics of complex scenes that evoke human emotion.
While many other factors can be associated with emotional
responses for complex scenes, including the semantic con-
tent of the scene and the personality, demographics, personal
experience, mental state, and mood of the perceiver, from
a pure visual characteristics perspective the aforementioned
studies and our previous work [12] gave us confidence to
explore this area further. While angularity appears to be
the opposite of roundness, they are not exactly opposite in
complex scenes (e.g., a scene may have neither or both).

Describing these characteristics mathematically or com-
putationally, with the purpose of predicting emotion and
understanding the capacity of these characteristics to evoke
emotion, is nontrivial. In our earlier research, we developed
a collection of shape features that encoded the visual char-
acteristics of roundness, angularity, and complexity using
edge, corner, and contour distributions [12]. Those features
were shown to predict emotion to some extent, but they
were of hundreds of dimensions making them difficult to
interpret. Under classification or regression frameworks,
representations in different dimensions are intertwined for
emotion prediction. Therefore, articulating what specific
visual characteristics might be associated with a certain
emotion turns out to be extremely difficult.

This work proposes novel computational methods to
map visual content to the scales of roundness, angularity,
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and complexity as three new constructs. By classifying
emotional responses to natural image stimuli using the three
constructs, we examined their capacity to evoke certain
emotions. By computing the correlation between an indi-
vidual construct and a dimension of emotional response, we
examined their interrelationship statistically.

Meanwhile, we have been working on developing a
large collection of ecologically valid stimuli for the research
community. We named the dataset the EmoSet. Unlike
the widely used The International Affective Picture System
(IAPS), for which 1, 082 images were rated with emotional
responses, the EmoSet is much larger and all images are
complex scenes that humans regularly encounter in life.
Specifically, we collected 43, 837 images and manually-
supplied emotion labels (both dimensional and categorical)
following strict psychological subject study procedures and
validation approaches. These images were crawled from
more than 1, 000 users’ web albums using 558 emotional
words as search terms. The 558 emotional words were sum-
marized by Averill [19]. We used the 558 words to search
Flicker. We introduce the data collection in Section 2.1.

The EmoSet marks the first time a human subject
study, examining perceived emotion triggered by visual stim-
uli, was performed in an uncontrolled environment using
common photographs of complex scenes. The EmoSet is
also different from large-scale affective datasets introduced
in [17] and [20], where researchers crawled user-generated
content, including pictorial ratings or associated affective
tags, to indicate the affective intention of images. Whereas
those datasets were of large scale, the emotional labels were
not generated by human subjects under strict psychological
procedures. Psychological conventions were applied when
recording human perceived emotions, e.g., aroused emotions
are best recorded within six seconds after subjects view each
visual stimulus [1]. More details will be provided later.

We quantized and investigated roundness, angularity, and
complexity by the three constructs using the EmoSet. Our
main findings were as follows.
• There were statistically significant correlations between

the three constructs and emotional responses, e.g., com-
plexity and valence, and angularity and valence.

• The capacity of the three constructs to classify the posi-
tivity of emotional responses was established. When com-
bined with color features, the constructs achieve compa-
rable classification accuracy on the positivity of emotions
as a set of over 200 shape, texture, composition, and facial
features. This reduces the number of features required for
classification by about two orders of magnitude.

• The three constructs were completely interpretable and
could be used in other applications involving roundness,
angularity, and simplicity/complexity of visual scenes.

• Our experimental results indicated that among the color,
texture, shape, facial, and composition features, color fea-
tures showed higher capacity in classifying the positivity
of emotional responses, whereas texture features showed
higher capacity in distinguishing calmness from excite-
ment. The three constructs showed consistent capacity in
classifying both dimensions of emotions.

2. The Approach

2.1. Creating the EmoSet Dataset

To have a large collection of photographs with com-
plex scenes, we crawled more than 50, 000 images from
Flickr.com, one of the most popular web albums (Fig. 1).
We chose this site because of its large and highly diverse
user base, and its focus on managing rather than sharing
personal photos. Images of certain categories were removed
(explained below). We performed a human subject study on
those photographs and developed a large-scale ecologically
valid image stimuli, i.e., the EmoSet. The human subject
study was empowered by crowdsourcing and computational
tools in order to recruit a diverse population of human
subjects. We incorporated strict psychological procedures
into the User Interface (UI) design.

Figure 1. Example images crawled. Images with faces were removed.

As a result, the EmoSet contains 43, 837 color images
associated with emotional labels, including dimensional la-
bels, categorical labels, and likeability ratings. Subjects’
demographics were also collected such as age, gender, ethnic
groups, nationality, educational background, and income
level. In addition, we collected semantic tags and other
metadata associated with the images in the EmoSet.

2.1.1. Crawling Ecologically Valid Image Stimuli. To
collect a large quantity of image stimuli, we took 558
emotional words summarized by Averill [19] and used those
words to retrieve images by triggering the Flickr image
search engine. For each emotional word, we took the top
100 returned images to ensure a high correlation between
images and the query. The crawled images were generated
by ordinary web users and contained complex scenes that
humans may encounter in daily life. We removed duplicates,
images of bad taste (e.g., highly offensive, sexually explicit),
images with computationally detectable human faces, and
the ones primarily occupied by text.



2.1.2. The Human Subject Study. In our efforts to es-
tablish a large labeled set of image stimuli, we leveraged
crowdsourcing and computational tools, and incorporated
Lang and Bradley’s methods in creating and validating
the IAPS [1] into our study design. We detail the design
rationale below.

Inspired by the concept of semantic meaning, defined
in Charles E. Osgood’s Measurement of Meaning as “the
relation of signs to their significants” [21], we asked human
subjects to evaluate a series of color images from three
perspectives: (I) by rating them along the three dimensional
scales — valence, arousal, and dominance, (II) by selecting
one or more categorical emotions if relevant, and (III) by
selecting their level of like/dislike toward every presented
image (i.e., likeability).

In part I, we adopted a dimensional approach in an
attempt to understand the emotional characteristics that peo-
ple associate with a vast array of images. The dimensional
approach was also used in the creation of the IAPS [1],
whose strengths have been indicated by recent studies in
psychology [22], [23], [24]. In line with the IAPS study,
we utilized the Self-Assessment Manikin (SAM) instrument,
recording a rating for the three dimensions: valence, arousal,
and dominance. A 9-point rating scale was employed to
quantify the emotional ratings on the three dimensions.
Instead of the static SAM instrument used in the IAPS,
we implemented a dynamic SAM instrument, which could
easily be manipulated by sliding a solid bubble along a
bar. This was motivated by Lang’s claim that “SAM was
presented to subjects as an oscilloscope display under the
control of a joy-stick on his chair arm” and “An initial
instruction program associates the visual anchors of each
display with the polar adjectives used by Mehrabian to
define the semantic differential scales for the three affective
factors” [25]. A gradually changed expression on the dy-
namic SAM allowed for a more “natural” rating experience
for human subjects. As a result of making SAM dynamic,
it was necessary to display a single SAM figure for each
dimension, minimizing the clutter that would otherwise exist
with three rows of static SAM figures, varying slightly in
expression.

We collected categorical emotion labels in part II, where
eight basic emotions discussed in [26] were included. We
displayed the emotions with a checkbox next to the sentence
“Click here if you felt any emotions from the displayed
image”. Participants were allowed to enter one or more
emotions that were not included in the list provided by
selecting the checkbox next to the word “Other”, whereby
a blank text box would appear.

We collected likeability ratings in part III. We included
likeability as an affective measure of images to indicate
the extent to which subject liked images. To quantify the
likeability, we included a scale for participants to select:
like extremely, like very much, like slightly, neither like
nor dislike, dislike slightly dislike very much, and dislike
extremely.

Motivated by the subjective nature of analyzing image
affect, we also collected demographics of the human sub-

jects, including their age, gender, ethnic groups, nationality,
educational background, and income level. Such information
helps understand the generality of our findings regarding the
population.

2.1.3. Human Subject Study Procedures. Detailed proce-
dures of the human subject study are introduced here. Once
a participant clicked the “agree” button on the consent form,
we presented him/her with the instructions for participating
in the study. We allowed five to ten minutes for participants
to review the instruction, and each subject was asked to
evaluate 200 images in total. We briefly summarize the
human subject study procedures below.
• Step 1 The subject clicks the “Start” button. After five

seconds the subject will be presented with an image.
• Step 2 The subject views the image that displays for six

seconds.
• Step 3 A page with three parts will display, and the subject

is allotted about 13−15 seconds to fill out these parts. For
part I, the subject was asked to make a rating on each scale
(valence, arousal, and dominance), based on how they
actually felt while they observed the image. The subject
was asked to complete part II only if they felt emotions
by selecting one or more of the emotions they felt and/or
by entering the emotion(s) they felt into “Other.” For part
III, the subject was asked to rate how much they liked
or disliked the image. The subject then clicked “Next” in
the lower right hand corner when finished with all three
parts.

• Step 4 The subject repeated “Step 2” and “Step 3” until
a button with the word “Finish” was displayed.

• Step 5 The subject clicked the “Finish” button.
In Step 1, we followed psychological convention in [1],

and set six seconds as the default value in Step 2 for image
viewing. This was because our intention was to collect
immediate affective responses from participants given the
visual stimuli. If subjects needed to refer back to the image,
they were allowed to click “Reshow Image” in the upper
left part of the screen, and click “Hide” to return to the
three-part questionnaire. We expect this function to be used
only occasionally.

2.1.4. Dataset Statistics. We statistically analyzed the
EmoSet, including the collected emotional labels and sub-
jects’ demographics. Each image in the EmoSet was evalu-
ated by at least three subjects. To reduce low-quality ratings,
we removed ratings with a total viewing duration shorter
than 2.5 seconds. Borrowing from the procedures used in
the IAPS, valence, arousal, and dominance were rated on a
scale from 1 to 9; likeability was rated on a scale from 1
to 7, borrowing from the photo.net website. We showed the
distributions of mean values in valence, arousal, dominance,
and likeability in Fig. 2. Statistics of the IAPS are in Fig. 3.

The human subject study involved both psychology stu-
dents within Penn State University and users of the Amazon
Mechanical Turk, which ensured a diverse population of
emotional ratings. Among the 4, 148 human subjects we
recruited, there were 2, 236 females and 1, 912 males, with



ages ranging from 18 to 72, various ethnic groups including
American Indian or Alaska Native, Asian, African Amer-
ican, native Hawaiian or Other Pacific Islander, Hispanic
or Latino, and Not Hispanic or Latino. Participants also had
diverse income and education levels. Due to space we cannot
provide a dissection.

2.2. The Three New Computational Constructs

To articulate a specific relationship between roundness,
angularity, and simplicity with human emotion, this paper
proposes computational methods to map images to the scales
of roundness, angularity, and simplicity as three new com-
putational constructs. We detailed the three constructs in this
subsection.
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Figure 2. Mean value distributions of valence, arousal, dominance, and
likeability in the EmoSet.
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Figure 3. Mean value distributions of valence and arousal in the IAPS.

2.2.1. Roundness. Roundness was defined as “a measure
of how closely the shape of an object approached that of a
circle.” [27]. To compute the roundness score of an image,
we first segmented the image into regions, then traced their
boundaries, and finally computed the goodness of fit to a
circle for each region. The step-by-step procedure was:
1) The segmentation approach in [28] was adopted. Suppose

the segments are S = {S1, S2, . . . , SN}, where the
number of segments N was automatically determined by
the algorithm. Let the set of boundary points of segment
Si be Bi = {(xj , yj)}.

2) The Pratt Algorithm [29] was applied to find the circle
Ci best fitted to Bi. Denote the center of the circle
by (ci, di) and radius by ui. The Pratt Algorithm was
applied because of its capacity to fit incomplete circles,
i.e., arcs of any degree.

3) For each segment, we defined the roundness disparity of
Si by ri = σ(d(Bi, Ci)). Denoted by d(Bi, Ci) a set of
distance between each point in Bi to Ci, and denoted
by σ the standard deviation of that set. The distance
between a point (xi, yi) and a circle Ci was computed
by the absolute difference between the radius ui and the
Euclidean distance from the point to the center of the
circle.

4) The roundness disparity of an image I was denoted by
rI = minNi=1 rie

−λri/max(v,h). Denoted by v the number
of rows and h the number of columns of the image I .

In the experiments, we set λ = 0.5 and normalized
the roundness disparity values to the interval [0, 1]. We
quantified the roundness score as 1 − rI , so the closer
rI was to 1 meant that the image was associated with an
obvious round property, and to 0 the opposite. We present
examples of images and their roundness scores in Fig. 4.
The images with highest roundness scores are shown in the
first row; images with medium ranges of roundness scores
in the second row; and images with lowest roundness scores
in the third row.
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Figure 4. Example images and their roundness scores.

2.2.2. Angularity. In the Merriam-Webster Dictionary, an-
gularity is defined as “the quality of being angular,” and
angular is explained as being lean and having prominent
bone structure. We also interviewed five individuals, in-
cluding one undergraduate student, three graduate students,
and one faculty member. They considered angularity to be
related to ”sword-like”, tall, thin, or narrow objects. These
clues motivated us to examine how similar object boundaries
were to long ellipses. Similar to roundness, an image was
segmented into regions, for each of which an angularity
measure was computed. We approximated the quality of
being lean and having prominent bone structure by the
elongatedness of fitted ellipses. Specifically, the angularity
score of an image was computed as following:

1) For each set Bi, least-squares criterion was used to



estimate the best fit to an ellipse Ei1. We denoted the
center of the ellipse by (ci, di), semimajor axis by mi,
semiminor axis by ni, and angle of the ellipse by ei.

2) For each image segment Si, we denoted the angularity
of a region i by ai = mi/ni. As our goal was to find
lean ellipses, we omitted horizontal and vertical ellipses
according to ei and ellipses that were too small in area.

3) We computed angularity of the image I , denoted by
aI = maxNi ai.

Angularity scores for images in the EmoSet were computed
and normalized to [0, 1]. The closer aI was to 1 meant that
the image showed an obvious angular property. Examples
of images and their angularity scores are presented in Fig. 5.
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Figure 5. Example images and their angularity scores.

2.2.3. Simplicity (Complexity). According to [5], simplic-
ity (complexity) of an image is primarily depending on two
objective factors: minimalistic structures that are used in
a given representation and the simplest way of organizing
these structures. Motivated by such concept, we used the
number of segments in an image as an indication for its
simplicity. We defined the complexity score by si = |S| and
normalized the scores to [0, 1] for images in the EmoSet.
Simplicity and complexity, being opposite, were essentially
represented by the same construct. We thus omitted com-
plexity in the later presentations. We present examples of
images and their scores of simplicity in Fig. 6.

3. The Primary Findings

In this section, we present the three major findings of
this study, i.e., statistical correlations between roundness,
angularity, and simplicity and human emotion (Section 3.1),
the capacity of the three constructs to classify the positivity
of perceived emotion (Section 3.2), and the power of various
visual features to classify the positivity and calmness of
perceived emotion (Section 3.3).

Whereas psychological conventions treated roundness
and angularity as opposite properties, many natural pho-
tographs showed neither of the properties. As the goal
of the study was to examine the capacity of roundness,

1. http://www.mathworks.com/matlabcentral/fileexchange/
3215-fit-ellipse
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Figure 6. Example images and their simplicity scores.

angularity, and simplicity in evoking human emotion, we
targeted visual stimuli with at least a non-zero construct of
roundness or angularity. We thus removed 12, 158 images
from the EmoSet because they were associated with zero
constructs of both roundness and angularity. The process
resulted in 31, 679 retained images. It is possible to define
the constructs differently or to include additional ones so
that more images can be incorporated.

3.1. Statistical Correlation Analysis

To examine the intrinsic relationship between the three
constructs and evoked emotion, we computed correlations
between one construct, such as simplicity, roundness, and
angularity, and a dimension of the emotional response, such
as valence, arousal, and dominance. All the correlations2

were considered statistically significant, except for the corre-
lation between roundness and likeability. Results are shown
in Figs. 7, 8, and 9 (also in Table 1). The red number
at the top left corner indicates the statistically significant
correlations in terms of p-value.

TABLE 1. CORRELATION COEFFICIENTS

Simplicity Roundness Angularity
Valence 0.11 0.01 0.05
Arousal 0.09 0.02 0.03

Dominance 0.04 0.02 0.02
Likeability 0.07 -0.01 0.05

In particular, the strongest correlation coefficient was
between simplicity and valence, i.e., 0.11. Whereas the
correlation coefficients are small numerically from a psycho-
logical perspective, they were computed on 31, 679 images
containing complex backgrounds and evaluated in uncon-
trolled user subject study settings. These facts make the
correlation analysis statistically meaningful. As the p-value
was much smaller than 0.0001, the intrinsic relationships
between simplicity and four dimensions of perceived emo-
tions were regarded as present. The correlation coefficients
between angularity or roundness and perceived emotion
were smaller than those between simplicity and perceived

2. α = 0.05 for 95% confidence intervals.



Figure 7. Correlation between roundness and valence, arousal, dominance, and likeability in natural photographs.

Figure 8. Correlation between angularity and valence, arousal, dominance, and likeability in natural photographs.

Figure 9. Correlation between simplicity and valence, arousal, dominance, and likeability in natural photographs.

emotion, which implied that simplicity related more strongly
with perceived emotion compared to angularity and round-
ness on an arbitrary photograph.

3.2. The Capacity of the Three Constructs

To examine the capacity of the three constructs to
classify the emotional responses to natural image stimuli,
we formulated a classification task to distinguish positive
emotions from negative ones, i.e., high vs. low valence.
This task has high application potential. We did not use
a regression because even classification was proven difficult
for emotions. The scale of valence ranged from 1 to 9,
where 1 referred to the lowest value in valence and 9 the
highest. Images with a medium-range score, such as 5,
showed neither positive nor negative emotions. Following
conventions in aesthetics studies that a gap may be applied
to facilitate classifier training, we adopted a gap of 1.87 to
divide image collections into two groups, images arousing
positive emotions (valence > 6.63) and negative emotions
(valence < 4.5). The gap is selected as a reasonable com-
promise between separation power and portion of images
retained. To adjust the classifier parameters and evaluate the
trained classifier, we randomly divided the data into training,
validation, and testing sets, where the number of images

with positive and negative emotions were equal. Specifically,
we randomly selected 70% of the data used for training,
10% for validation, and 20% for testing. This resulted in
12, 600 images for training, 1, 800 for validation, and 3, 600
for testing. The SVM classifier with the RBM kernel, one of
the popular classifier training approaches, was applied with
10-fold cross-validation. Among the 144 pairs of parameter
candidates, the best performing c and g were selected given
their performance on the validation dataset.

Various visual features were used in the classification.
Color, texture, facial, and composition features were com-
puted as presented in [8] and shape features as in [12]. The
three constructs were computed as described in Section 2.2.
“3-constructs” refers to the concatenation of the three con-
structs, and “color+3-con” denotes the concatenation of
color features and the three constructs. “C.T.C.F.+3-con”
refers to a concatenation of color, texture, composition,
facial, and the three constructs. “C.T.C.F.+shape” refers
to the concatenation of color, texture, composition, facial,
and shape feature. While there are many other ways to
combine, space limitation allow us to show only example
results. As shown in Table 2, the 73-dimensional “color+3-
con” feature improved upon the “color” feature slightly.
Compared to the 332-dimensional features, “color+3-con”
achieved a competitive and even better classification results



TABLE 2. CLASSIFICATION RESULTS OF HIGH VALENCE VS. LOW VALENCE

Features roundness angularity simplicity 3-constructs color color+3-con C.T.C.F.+shape C.T.C.F.+3-con
Dimension 1 1 1 3 70 73 332 116

Accuracy(%) 51.08 54.75 57.36 58.08 64.42 64.97 64.86 65.5

using low-dimensional features (73 dimensions). We also
noticed that the best classification results were achieved by
“C.T.C.F.+3-con”, which clearly demonstrated the capacity
of roundness, angularity, and simplicity of evoking the pos-
itivity or negativity of human emotion.

3.3. Visual Characteristics and Emotion

To examine the ability of visual characteristics of com-
plex scenes to evoke different dimensions of emotion, we
classified the calmness of emotions, i.e., high vs. low arousal
following an approach similar with what was used with pos-
itivity of emotions. First, a gap of 2.7 was adopted to divide
image collections into two groups, high arousal (arousal
> 6.4) and low arousal (arousal < 3.7). Next, training,
testing, and validation sets were generated, where 7, 000
images were used for training, 1, 000 for validation, and
2, 000 for testing. Finally, the SVM classifier was trained
and the best set of parameters was selected according to
their performance on the validation set.

We compared classification results in valence and
arousal using color, texture, composition, shape, and the
three constructs. Because dominance is often confusing to
human subjects, we did not classify that. The results are
presented in Table 3. As shown in the Tables 2 and 3,
color features performed the best among the five feature
groups for distinguishing high-valence images from low-
valence ones. Texture and shape features performed better
at classifying images that aroused calm emotions and ex-
cited emotions. The three constructs showed consistent pre-
dictability for both of the classification tasks using merely
the three numbers as the predictors.

TABLE 3. EMOTION CLASSIFICATION RESULTS

Features three color texture composition shapeconstructs
Dimensions 3 70 26 13 219

Accuracy for
58.08 64.42 61.47 62.58 60.19valence (%)

Accuracy for
56.1 58 59.55 56.15 58.7arousal (%)

4. Discussions

The research approach and findings from this study may
have lasting impact on studies in psychology, visual arts, and
computer science with respect to the three visual character-
istics investigated and other visual characteristics that evoke
human emotion. In previous psychological and visual arts
studies, many hypotheses were made regarding the visual
characteristics and their capacity to evoke emotion. From the
perspective of color vision, Changizi et al. indicated that dif-
ferent colors led to different emotional states [30]. Emotions

of various gender, age, and ethnic groups were investigated
by Rodgers et al. through examining the frames in news
photographs on three dimensions of emotion [31]. From
the perspective of roundness and angularity, Aronoff et al.
showed that increased roundedness leads to more warmth,
and increased linearity, diagonality, and angularity of forms
lead to feeling threatened [32]. Aronoff et al. later confirmed
that geometric properties of visual displays conveyed emo-
tions such as anger and happiness [2]. Similar hypotheses
were made and demonstrated by Bar et al. [4] showing that
curved contours led to positive feelings and sharp transitions
in contour triggered a negative bias. Meanwhile, Reber et
al. found that beauty was reflected through the fluency of
perceivers in processing an object, and the more fluently the
perceiver interpreted the object, the more positive was the
response [3]. That paper reviewed factors that may have had
an impact on aesthetic responses, including figural goodness,
figure-ground contrast, stimulus repetition, and symmetry,
and confirmed the findings by monitoring the influences
introduced by changes of those factors. Visual arts studies
also indicated that humans visually preferred simplicity. Any
stimulus pattern was always perceived in the most simplistic
structural setting.

In these studies, conventional approaches, such as human
subject studies and interviews, were adopted, which limited
the generalizability of the study in complex scenes. The
ecologically valid EmoSet, the crowdsourcing approach for
collecting visual stimuli, and the computational approach
to studying the visual characteristics proposed by our work
could be adopted in future studies of this kind. The findings
presented in this paper may advance emotion-related studies.
Possible future research questions may include: 1) In which
scenarios do roundness, angularity, and simplicity have the
strongest capacity of evoking human emotion; and 2) How
does demographic information affect aroused emotion when
humans encounter complex scenes.

The findings in this paper may motivate potential ap-
plications of identifying image affect in computer vision
and multimedia systems. For instance, in image retrieval
systems, the constructs of simplicity and roundness could
be incorporated into the ranking algorithm to help arouse
positive feelings of users, as they use image search engines.
The construct of angularity could be utilized to help protect
children from viewing pictures that stimulate anger, fear,
or disgust, or contain violence. Similarly, image editing
softwares could take the findings of our work into account
when making design suggestions to photographers or profes-
sionals. Meanwhile, findings from this study may contribute
to relevant research studies in computer science, such as au-
tomatic predictions of image memorability, interestingness,
and popularity.



5. Conclusions and Future Work

This paper investigated three visual characteristics of
complex scenes that evoked human emotion utilizing a large
collection of ecologically valid image stimuli. Three new
constructs were developed that mapped the visual content to
the scales of roundness, angularity, and simplicity. Results
of correlation analyses, between each construct and each
dimension of emotional responses, showed that some of the
correlations were statistically significant, e.g., simplicity and
valence, angularity and valence. And classification results
demonstrated the capacity of the three constructs in classify-
ing both dimensions of emotion. Interestingly, by combining
with color features, the three constructs showed comparable
classification accuracy on distinguishing positive emotions
from negative ones to a set of 200 texture, composition,
facial, and shape features.

As future work, the proposed approach could be applied
to examine other visual characteristics that evoke human
emotion in complex scenes. We expect that our efforts may
contribute to research regarding visual characteristics of
complex scenes and human emotion from perspectives of
visual arts, psychology, and computer science.
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